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Network security is becoming increasingly important in today’s internet-

worked systems. With the development of internet, its use on public 

networks, the number and the severity of security threats has increased 

significantly. Intrusion Detection System can provide a layer of security to 

these systems. The goal of intrusion detection system is to identify entities 

who attempt to subvert in-place security controls. The field of machine 

learning is gaining increasing attention in the development of intrusion 

detection systems. The machine learning techniques used for solving 

intrusion detection problem can be broadly classified into three broad 

categories: Unsupervised, supervised and semi-supervised.  The supervised 

learning method exhibits good classification accuracy for known attacks. But 

it requires large amount of training data. In real world the availability of 

labeled data is time consuming and costly. An emerging field of semi-

supervised learning offers a promising direction for further research. So in 

this work we propose a semi-supervised approach for pattern based IDS to 

improve performance of supervised approach. The experimentation is 

performed on KDD CUP99 dataset. 
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1. INTRODUCTION 

Network security is becoming increasingly important in modern internet-worked systems. With the 

development of networking and interoperation on public networks, the number and the severity of security 

threats has increased significantly. Intrusion Detection System can provide a layer of security to these 

systems. An intrusion is defined by Heady et al. as any set of actions that attempt to compromise the 

integrity, confidentiality, or availability of a resource [1]. An intrusion detection system (IDS) is a system for 

the detection of intrusions. Intrusion detection involves detecting unusual patterns of activity or patterns of 

activity that are known to correlate with intrusions. We can classify IDS into two main types: anomaly and 

misuse detection. The anomaly detection approach establishes the profiles of normal behavior of users, 

systems, system resources, network traffic and/or services and detects intrusions by identifying significant 

deviations from the normal behavior patterns observed from profiles. The misuse detection approach defines 

suspicious misuse signatures based on known system vulnerabilities and a security policy. According to the 

difference in monitoring objects, IDSs are divided into network-based IDSs and host-based IDSs. Machine 

learning and pattern recognition methods have been utilized to detect intrusions. Learning algorithms can be 

categorized as unsupervised, supervised and semi-supervised. Unsupervised learning studies how systems 

can learn to represent particular input patterns in a way that reflects the statistical structure of the overall 

collection of input patterns. It learns from unlabelled examples. Supervised machine learning methods 

require labeled data for training. The objective of supervised learning is to learn about assigning correct 
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labels to new unseen examples of the same task. With the immense amount of network and host data 

available, expert labeling of the data is very expensive. The labeled data available is often from controlled 

environments. For instance, the 1998 and 1999 intrusion detection evaluations from DARPA/MIT Lincoln 

lab [2] have the ground truth information, but the data itself have been shown to be not representative of real 

environments. This proves to be a bottleneck in applying supervised learning methods to detect novel or 

unknown attacks. Hence, relying only on supervised learning methods which requires a large amount of 

labeled data is impractical for real network environment. This motivates a need for a new and more practical 

learning framework. Semi-supervised learning methods can leverage unlabeled examples in addition to 

labeled ones. Semi-supervised learning methods received significant attention, and are more suitable for real 

network environment because these methods require a small quantity of labeled data while still taking 

advantage of the large quantities of unlabeled data. In this paper we propose semi supervised approach for 

intrusion detection.  

Boosting algorithms are very useful for improve the performance of intrusion detection system. 

Boosting algorithms are greedy methods for forming linear combinations of base hypotheses. In the most 

common scenario the algorithm is given a fixed set of labeled training data and in each iteration updates a 

distribution on these data. It is important to simultaneously exploit existing knowledge of attacks, to exploit 

the copious amounts of known normal data, and to be capable of detecting attacks unrelated to known 

attacks. We demonstrate a semi-supervised approach to intrusion detection that supports features of intrusion 

detection system and allows flexible training and adaptation. This proposed method also offers the advantage 

of not requiring a separate method to label the data. Instead of that we use the labeled data of testing and 

filtered data from the testing data is uses to refine the existing dataset and the new labeled data automatically 

trained the system. While when labeled data becomes available the learner incorporates it into the algorithm 

for training. The data we used in our experiments is KDDcup99 and is considered a benchmark for intrusion 

detection evaluations. Our algorithm gives better performance than supervised learning approach. 

The rest of the paper is organized as follows. Section II describes the literature survey about semi-

supervised methods for intrusion detection system. Section III describes our proposed approach for semi 

supervised learning method for intrusion detection followed by experiments and results in Section IV, 

followed by a conclusion in the last Section. 

 

 

2. LITERATURE SURVEY 

Semi-supervised learning methods use unlabeled data to either modify or reprioritize hypotheses 

obtained from labeled data alone. Recently, learning with labeled and unlabeled data, also known as semi-

supervised learning has attracted much attention [13, 14]. It aims to achieve good classification performance 

with the help of unlabelled data in the presence of the small sample problem, and some promising results 

have been reported. Enlightened by this, instead of training the model with more labeled data, we incorporate 

the unlabelled data before active learning starts. 

Many existing semi-supervised learning methods use a generative model for the classifier and 

employ Expectation-Maximization (EM) to estimate the label or model parameters. Other semi-supervised 

learning methods include self training, co-training, transductive support vector machine and graph-based 

methods [15]. An appropriate semi-supervised learning method whose assumptions fit the application at hand 

should be considered [12]. Existing semi-supervised classification algorithms may be classified into two 

categories based on their underlying assumptions. An algorithm is said to satisfy the manifold assumption if 

it utilizes the fact that the data lie on a low dimensional manifold in the input space. Usually, the underlying 

geometry of the data is captured by representing the data as a graph, with samples as the vertices, and the 

pair-wise similarities between the samples as edge-weights. Several graph based algorithms such as Label 

propagation, Markov random walks, Graph cut algorithms, and Spectral graph transducer and Low density 

separation [16, 17] are based on this assumption. 

Graph-based approaches represent both the labeled and the unlabeled examples by a connected 

graph, in which each example is represented by a vertex, and pairs of vertices are connected by an edge if the 

corresponding examples have large similarity. The well known approaches in this category include Harmonic 

Function based approach, Spectral Graph Transducer  (SGT), Gaussian process based approach, Manifold 

Regularization and Label Propagation approach [12]. The optimal class labels for the unlabeled examples are 

found by minimizing their inconsistency with both the supervised class labels and the graph structure. Semi-

supervised clustering methods are mainly three types: Constraint-based, distance-based, and constraint and 

distance based semi-supervised clustering methods [11]. Ching-Hao Mao et al used Co-training and Active 

Learning based Approach for Multi-view intrusion detection for semi-supervised approach [17]. Chien-Yi 

Chiu et al proposed Semi-supervised Learning for False Alarm Reduction. They use Feature selection using 

information gain and gain ratio and Over-sampling positive points before base learner training the classifier 
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[18]. Jimin Li et.al proposes a novel Semi-supervised SVM Based on Tri-training for Intrusion Detection. 

They use three different SVMs as the classification algorithm. They use UCI data sets and application to the 

intrusion anomaly detection show that tri-training can improve the classification accuracy of SVM and its 

improved algorithms [19].  

 

 

3. SEMISUPERVISED APPROACH 

It is important to distinguish the problem of semi-supervised improvement from the existing semi-

supervised classification approaches. In the semi-supervised improvement problem, we aim to build an 

classifier which utilizes the unlabeled samples from the output of testing stage of our supervised algorithm 

Supervised intrusion detection approaches use only labeled data for training. To label the data however are 

often difficult, expensive, or time consuming as they require the efforts of experienced human annotators. 

Meanwhile unlabeled data may be relatively easy to collect, but there has been few ways to use them. Semi-

supervised learning addresses this problem by using large amount of unlabeled data, together with the labeled 

data, to build better classifiers. Because semi-supervised learning requires less human effort and gives higher 

accuracy, it is of great interest both in theory and in practice. Some often-used semi-supervised methods 

include: EM with generative mixture models, self-training, co-training, transductive support vector machines, 

and graph-based methods. 

The self learning approach has been applied in various arenas of computer technology. This work is 

an attempt to implement self-learning approach in the field of intrusion detection. 

 

 
 

Figure 1: Architecture for semi-supervised IDS using self learning algorithm (SLA) 

 

The architecture for proposed semi-supervised IDS using self learning algorithm (SLA) is as shown in 

Figure 1. Here the labeled data is used for training and unlabeled data is used for testing. Then the most 

confident data with predicted labels from the output of testing phase is selected and added in the labeled 

data. The learned set formulation helps to remove the data redundancy in the labeled data and controlled 

the size of the labeled data. 

To select particular data from test data we use entropy.  The entropy can be calculated as:  

              (8) 

Where, D is data and pi is the probability of i
th

 feature. 

Entropy for each record is calculated and mean, variance and standard deviation for each type of label is 

calculated.  Using this information we filter the data from test data and add to training dataset. We use 

statistical approach for filtering the data. 

 

The algorithm for Semi-supervised approach can be summarized as: 
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Self Learning Algorithm (SLA)  

1. Train f from labeled data 

2. Predict on x є unlabeled data 

3. Add (x; f (x)) to labeled data 

4. Repeat 

 

The variations in self training are: 

1. Add a few most confident (x, f (x)) to labeled data 

2. Add all (x, f (x)) to labeled data 

3. Add all (x, f (x)) to labeled data, weight each by confidence. 

 

Train the system with this new data. After testing our approach we have the conclusion that the filtered 

data is not more than 10% of the actual unlabeled data. 

 

4. RESULTS AND ANALYSIS 

We utilize the KDD CUP 1999 data set for our experiments. It was originated from MIT’s Lincoln 

Lab and developed for IDS evaluations by DARPA. Despite of several drawbacks mentioned, it has served as 

a reliable benchmark data set for many researches on network based intrusion detection algorithms. In this 

data set, each TCP/IP connection has been labeled, and 41 features had been extracted, some of which are 

continuous and others are categorical. So we don’t have to do the task of “Feature extraction” and “Data 

labeling”. Hence we can focus on the effectiveness and accuracy of our algorithms of pattern based network 

security for semi-supervised learning. There is a high imbalance in the data when we do a one vs rest 

classification. While a knowledge of priors may be used to incorporate this imbalance into semi-supervised 

learning to achieve high performance, we assume that nothing is known about the data other than the 

similarity information and a few training examples. 

The attacks are categorized into four general categaries: DOS (denial of service), U2R (user to root), 

R2L (remote to local) and PROBE. In each of the four, there are many low level types of attacks.  

 

TABLE 1: Training Data set for semi-supervised approach 

 

 

 

 

 

 

 

 

 

 

 

The number of samples of various types in the training data set used for semi-supervised approach is 

listed in Table 1.   

 

When the semi-supervised algorithm is applied on the training data set, the results were obtained as 

shown in figure 2. 

After filter the data we get 15567 labeled data which is just 6% of the unlabeled data we used for testing. 

After adding this labeled data from the output of testing our supervised approach to our labeled data, we 

train the system. The accuracy of training of our semi-supervised approach is graphically shown below. 

 

                               

Normal 

Attack 

Total DOS R2L U2R PROBE 

391468 2903 53 6937 

108227 

 

401361 

 

509588 
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      Fig: 2 Accuracy of proposed semi-supervised algorithm 

 

Table 2 shows the false-alarm rate and detection rate for training data set for proposed semi-supervised 

approach.  

 

TABLE 2: Detection Results in Training Data Set for proposed semi-supervised Algorithm 

 

 

 

 

 

 

The detection rate and the false positive rate of the proposed semi-supervised algorithm are better than 

our supervised algorithm.  So, using this approach we improve the performance of supervised approach.      

The performance of the proposed algorithm is good as compare to other semi-supervised approaches. 

Figure 3, shows the comparative performance of various approaches of the semi-supervised learning.   

From figure 3, we observe that the false positive rate of our proposed algorithm is better than the other 

approaches.  

 

 
 

Fig: 3 Comparison of FPR of Proposed algorithm with other algorithms 

 

 

Table 3 shows the Detection rate comparison of proposed semi-supervised algorithm with state of art 

algorithms.       

 

 

 

 

TABLE 3 Comparison of Detection Rate 

 

Semi-supervised 

Approach 

Proposed 

semi-

supervised 

Algorithm 

RSVM 

[12] 

 

PCKCM 

[14] 

 

FCC  

[15] 

DR (%) 99.96 90.91 88.50 98.10 

 

FPR (%) DR (%) 

0.055  99.96  
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The detection rate of our algorithm is quite higher than other algorithms. The detection rate of our 

algorithm is 99.96% which is much better than other algorithms.  Our experiments demonstrate that the 

performance of the supervised learning method significantly improves using our semi-supervised learning 

approach. Our findings suggest that the problem of availability of the large amount of labeled data for 

training can be solved using semi-supervised learning.  This algorithm is a multiclass algorithm whereas 

almost all other semi-supervised classification algorithms are currently two class algorithms. From all above 

discussion we conclude that the performance of proposed algorithm is better than other traditional 

algorithms. 

 

5. CONCLUSION  

We have proposed an algorithm for semi-supervised learning using a boosting framework. The 

strength of our proposed algorithm lies in its ability to improve the performance of any given base classifier 

in the presence of unlabeled samples. We have presented an experimental framework in which supervised 

and semi-supervised learning methods can be evaluated in an intrusion detection system. Our experiments 

demonstrate that the performance of the supervised learning method significantly improves using our semi-

supervised learning approach. The performance of this algorithm is comparable to the state-of-the-art semi-

supervised learning algorithms. The observed stability of proposed semi supervised algorithm suggests that it 

can be quite useful in practice. Our findings suggest that the problem of availability of the large amount of 

labeled data for training can be solved using semi-supervised learning.  This algorithm is a multiclass 

algorithm whereas almost all other semi-supervised classification algorithms are currently two class 

algorithms. 
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