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 The governmental use of Web technologies, including e-Government, has 

many advantages for citizens, but progress in this relationship has 

highlighted information security as an important issue in preserving a 

citizen’s privacy. Unfortunately, unique governmental characteristics lead 

users to authenticate its service unwillingly; users may investigate service’s 

possible and likely vulnerabilities carelessly when perceiving 

trustworthiness. In this paper, we study a threat model about how 

government Web services become privacy leak targets, especially through 

phishing attacks. We identify three service characteristics, sensitivity, 

involuntarity, and linkability, and illustrate how phishers can effectively 

exploit these characteristics. Furthermore, we conducted a real phishing 

attack experiment, hijacking a government-certified commercial service in 

South Korea to complete our investigation. Finally, we propose mitigation 

strategies for building a trustworthy government Web service against 

phishing attacks. 
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1. INTRODUCTION 

The Internet is completely revolutionizing the relationship between the government, public sector 

au- thorities and citizens. Governmental use of Internet, such as e-Government, has many direct advantages 

for citizens and businesses [3]; however, progress in this relationship has highlighted information security as 

an important issue [20]. Governmental use of information security can raise the public’s trust and confidence 

in online transactions. Many governments must therefore augment their use of security technologies for 

successful services because profound security risks and vulnerabilities must be managed. 

Effectively secure government services require proactive IT governance and a robust infrastructure 

so that the services can handle electronic administrative transactions, including those in banking, 

employment, education, military service, taxation, and healthcare, which are considered highly private. For 

instance, in e-healthcare, the most promising personalized e-Government service (In a user survey targeting 

European citizens [2], 44% of the total sample, 71% of the Internet users, had used the Internet for health 

purposes. In another survey targeting Americans [8], 80% listed accessing medical information from the 

National Institute of Health as their most favored example of e-Government.), users seeking electronic 

medical information ranked personal privacy as their most important concern [19]. 

The success and acceptance of Web services are generally contingent upon users’ willingness to 

adopt the services. This willingness is closely related to perceiving trustworthiness, which depends on users’ 

confidence in the services and enabling technology [7]. Bélanger and Carter [4] noted that trusting the 

Internet is an essential element for government Web service adoption. Users must believe that mechanisms 

are in place to ensure secure and private data transmission over an impersonal medium. These authors 
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pointed out that government agencies should first emphasize their general competence in their areas of 

expertise and then highlight their ability to provide services via the Internet. 

Unlike commercial services’ competition for survival, which weeds out incompetent players, 

government Web services are typically provided unilaterally without relevant user security evaluations. 

Governmental policies may force services upon users, even without users’ willingness to adopt. In this paper, 

we point out that unique governmental characteristics can promote negative user behaviors, especially 

carelessness in investigating possible vulnerabilities when perceiving Web service trustworthiness. More 

specifically, we are concerned that government Web services form a new trend of online phishing. This 

deceit-based attack threatens the services’ success because it erodes trust in the underlying infrastructure. We 

therefore identify possible security breaches in government-driven public Web services and propose defense 

strategies to mitigate phishing threats that could hijack services. 

This paper mainly contributes an identification of a phishing threat model for hijacking government 

Web services (section 2). We conduct an empirical case study of the identity theft alert service in South 

Korea to identify potential phishing attack strategies exploiting government Web services’ characteristics 

(section 3). The resulting real phishing experiment analysis completes our study (section 4). Last, as a 

subsidiary contribution, we review defense strategies for developing government Web services to mitigate 

phishing threats (section 5). 

 

2. Threat Model 

Phishing is a form of deception in which an attacker attempts to fraudulently acquire sensitive 

information from a victim by impersonating a trustworthy entity. For example, an attacker would gain the 

victims’ trust using Context-Aware Phishing [13] where victims believe the received phishing messages’ 

authenticity. 

We are concerned with online phishing attacks impersonating the government. To examine the 

phishing threat model, we characterize a government Web service and develop a set of hypotheses 

concerning the phishers’ malicious strategies that exploit these characteristics and deceive general users. We 

assume that governmental administrative entities typically deliver sensitive information to citizens, including 

legal issues, taxation, public security or military duties. The information is characterized by its exclusivity, as 

only these administrative entities can provide it. Users often unilaterally receive electronic messages 

containing this information. In this case, users usually anticipate damages, such as penalties for neglecting 

duties if they do not respond promptly to the requested actions. In the authoritative atmosphere, repeated 

interactions with the administrative transactions effectively train users to involuntarily authenticate such 

transactions without careful investigation. Administrative transactions require identification data issued to 

citizens and legal residents, allowing services to bind transactions to a user’s real identity. Some countries 

use personal information such as the date or place of birth as a national identification number. The basic 

information can, however, sometimes be easily taken or inferred from open data repositories such as social 

network services. Personal data can be exploited as a quasi-identifier to link to a user’s real identity. From 

these assumptions, we hypothesize that the phisher’s strategy exploits the following characteristics: 

 

Sensitivity. A government unilaterally delivering highly sensitive information to users can be exploited to 

cheat victims because victims may either be seriously concerned with any disadvantage, such as penalties for 

neglecting duties, or overestimate sensitivity due to the information source’s uniqueness and authority in the 

country. 

Involuntarity. Government Web service authenticity can be effectively faked because citizens are forced and 

trained to authenticate administrative entities without relevant vulnerability investigation due to unilateral 

interactions. 

Linkability. Context-aware phishing can be a new trend of impersonating government Web services, as 

phishers can effectively infer recipient’s identification data and exploit it as bait. Data crawling attempts can 

target open data repositories, such as social networks, to reconstruct trustworthy identification data on a 

major scale. 

 

In sections 3 and 4, our experimental case study suggests that the phishers’ strategies are valid. 

Sections 3 and 4 are major revisions of our previous work [22]. 

 

3. Case Study of Identity Theft Alert Service in South Korea 

3.1.  Background 

Many countries’ governments use national identification numbers to track their citizens, residents, 

taxation, healthcare, and other administrative functions. In South Korea, a resident registration number also 

identifies people in most private and administrative transactions. A resident registration number is a 13-digit 
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number that include digits about the person’s date of birth, gender, and birth place. Interestingly, a user must 

submit her or his real name and resident registration number for identity validation to create Web service 

accounts in South Korea. Unfortunately, compulsory Internet real-name system threatens privacy, especially 

identity theft through hacking incidents. In our Web search conducted in March 2010, we easily found names 

and resident registration numbers of a few Koreans in a Web search engine. In the Chinese Web portal 

Baidu.com, we submitted 7 Chinese characters, meaning “Korean Identification Number”, and found a URL 

in the first search result revealing numbers similar to Korean resident regis- tration numbers, as in Figure 1 

(a). Clicking the link, we found names and resident registration numbers of 196 Koreans, as shown in Figure 

1 (b). 

 

 

 

 
(a) Baidu.com Search (b) Search Result 

Figure 1: Exposed Korean Identity Numbers in a Portal Site - Baidu.com Search 

 

To lower the chances of forgery and privacy invasion that follow stolen resident registration 

numbers, the South Korean government introduced an alternative identifier that replaces a users’ real name 

and resident registration number when signing onto Internet services. They also certified 5 credit information 

providers as issuers of an alternative identifier, called an i-Pin. The credit information providers provide 

services not only for i-Pin issuance, but also identity theft prevention. The providers issue an i-Pin to 

individuals for free, and some profit from a service that monitor resident registration numbers or i-Pin usage 

to alert or block suspicious identity validation attempts. If they detect an identity validation attempt using a 

resident registration number or i-Pin, the identifier’s owner receives an alert by email or mobile phone 

message. 

The identity theft alert contains several usability issues. An “email” alert from a governmental entity 

is highly vulnerable to phishing attacks impersonating the email sender. In this section, we empirically 

analyze whether this concern is valid using an actual (harmless) phishing experiment. To measure the success 

rate of a phishing attack that impersonates a government’s service, we designed a field experiment 

mimicking a real phishing attack. Our experiment aims to deceive and lure target subjects into opening our 

email alert about a suspicious identity validation attempt and accessing our phishing Web site, which requests 

personal information about a real name and resident registration number. 

Although the credit information providers are included in the private sector, the amount and 

sensitivity of the data they collect about citizens (such as real name, national identification number, financial 

activities, and personal credit rating) is significant enough that these providers are considered as one of the 

administrative entities. The government also certified their services and requested that Web service providers 

in South Korea adopt their services according to national law. We thus assume that impersonating a credit 

information provider produces a similar effect as impersonating a governmental entity. 

 

3.2.  Target Subjects 

We randomly targeted South Koreans, selected from friends, colleagues, and anonymous people. To 

confirm that subjects regularly read their email, we sent an email request to join a survey without revealing 

our research theme. We selected 52 subjects who replied positively. Before our experiment, we did not notify 

the subjects about our phishing experiment. 

The subjects included 37 males and 15 females, aged 29 to 67. We included 20 information 

technology experts in the subject group. The experts had at least one year of research or job experience 

related to cryptography, information security, or contents protection. Some subjects had already used similar 

services to monitor and receive alerts from the providers about suspicious identifier usages or financial 

transactions. 
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Because a deceit-based field study without subjects’ prior knowledge of or consent to the 

experiment is ethically problematic, we apologized to all subjects when our experiment ended and received 

their consent to use the results for our research. All subjects’ information was neither stored nor transferred 

over a network. Our study environment, such as the number of subjects, is inevitably limited in order to avoid 

all ethical and legal troubles. 

 

3.3.  Our Attack Strategies 
We played the role of a phisher sending a phishing email from the fake (not existing) credit 

information service company “Seoul Credit Info Telecommunication [seoul- shin-yong-jung-bo-tong-shin]”. 

We based our phishing strategy on the following assumptions. First, a phishing email with sensitive content 

such as a suspicious identity validation attempt would easily concern users, and an unexpected alert would 

effectively maximize subjects’ concern. We assumed that subjects, worried about the email’s contents, would 

reluctantly authenticate the email sender. Second, a registered user of a legitimate service provider would be 

familiar with the alert, but this familiarity would ironically cause carelessness when authenticating the 

service provider. Because the national identification data hacking incidents are common concerns shared 

throughout society, we can design a single phishing message that can be equally reused regardless of users’ 

service experiences. Third, phishers would easily gain a user’s trust if the phishing message included 

identification data, including real name, Web service login name or resident registration number. We 

assumed that users would unconsciously link these data to their real identities. In section 3.4, we describe 

generating the identification data. 

 

3.4.  Reconstructing a User’s Identifier 
A user’s birth date and gender can produce a numeric string likely to be a resident registration 

number. We thus study how users perceive the reconstructed identification number. In practice, the personal 

data can be collected from social network services such as Facebook (www.facebook.com). Jagatic et al. [12] 

discussed honing phishing attacks with publicly available personal information from social networks. 

Unfortunately, Bonneau and Preibusch [6] noted that social network services do not effectively convey 

privacy control functions to users. They pointed out that, despite evidence that social network service 

providers are attempting to implement privacy-enhancing technologies, privacy is rarely a selling point and 

services have failed to promote existing privacy controls. Preventing adversaries from compiling significant 

user data is a major challenge for social network service providers [5]. 

 

 
Table 1: Survey for South Koreans on Internet Identifiers 

 
Q1. Do you have user accounts in more than one Internet service?  

Yes 96.15% (125) 

No 0.00% (0) 

No Answer 3.85% (5) 

Q2. If you have more than one user account, do you always use a single user ID? 

Always use a single ID 9.23% (12) 

Try to use a single ID, but a trivial modification is allowed 46.92% (61) 

Use 2 ∼ 3 IDs 36.92% (48) 

Use 4 ∼ 5 IDs 3.85% (5) 

Use more than 6 IDs 0.77% (1) 

Definitely use a new ID for each Internet service 0.00% (0) 

No Answer 2.31% (3) 

Q3. If you use 3 or less user IDs, why? (Multiple answers)   

Easy to remember 68.46% (89) 

Well known to my family, friends, colleagues as my nickname 14.62% (19) 

Habitual choice 17.69% (23) 

Used them for a long time 26.92% (35) 

Others 3.08% (4) 

No Answer 10.00% (13) 

 

We also investigated whether a web service login name could also effectively work as bait to cheat 

victims. As Internet users likely use a single ID string for multiple Web services, we assume that users are 

trained to perceive a login name as an alternative identifier equivalent to a real name. Our simple anonymous 
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online survey, as in Table 1, shows how users decide their Internet identifiers. In June 2010, we invited our 

friends, colleagues, and several anonymous South Koreans, for a total of 130 participants. All participants 

answered that they have user accounts on more than one Internet service (Q1). As assumed, 46.92% of 

participants use a single identifier with a trivial modification (Q2) and 9.23% use a single identifier. In 

addition, 36.92% use 2 or 3 identifiers. This result shows that 3 or fewer identifiers can locate 93.07% of 

participants: participants have used these identifiers for a long time and remember them easily (26.92% and 

68.46% in Q3, respectively). Because a login name is generally used as part of an email address in most 

commercial services, we took the first word of an email address as the web service login name. Our strategy 

succeeded if the phishing victims perceived the login name as an authentic identifier. 

 

3.5.  Experiment Procedure 
We conducted this experiment from May to June 2010. We divided subjects into 4 groups 

depending on the recipient name field in the phishing email. As shown in Figure 2 (a), Group 1 received an 

email with the recipient’s real name in the Korean alphabet. Group 2 received an email with a name in 

Korean and an inferred resident registration number. Groups 3 and 4 received an email with the first word in 

an email address instead of a real name. As with Group 2, an email for Group 4 also contained an inferred 

resident registration number. For a resident registration number, only 6 (the date of birth field) of the full 13 

digits were visible. As mentioned in section 3.3, we inferred the number from the date of birth data found in 

social network websites. 

As shown in Figure 2 (b), we made a phishing email alerting users that someone else used their 

identifiers. We added a date-time field to show when their identifier was used. The email also included a link 

to our fraudulent site requesting subjects to submit their names and resident registration numbers to find 

details of this suspicious identifier usage. If a subject submitted the identity information, she or he saw our 

apology and experiment explanation. We imitated the “Look and Feel” of a notification email from an 

existing credit information providing company. The phishing email and fraudulent site included PHP codes 

to record the access time of each step. 

 

3.6.  Results 
As shown in Table 2, we observed that 35 of 52 subjects (67.3%) read the phishing email, and 29 

(55.8%) clicked to access the fraudulent site asking for a name and resident registration number. Finally, 13 

subjects (25%) submitted their names and resident registration numbers. We observed that 29 of 35 subjects 

(82.86%) who opened the email alert clicked the link to our phishing site. This result clearly demonstrates 

that our strategy for generating email contents successfully lured subjects. 

 
Table 2: Experiment Results 

 
 Target Open Phishing Email Access Phishing Site Submit Info 

All 52 35 (67.3%) 29 (55.8%) 13 (25.0%) 

Group 1 14 9 (64.3%) 7 (50.0%) 3 (21.4%) 

Group 2 12 7 (58.3%) 6 (50.0%) 3 (25.0%) 

Group 3 13 9 (69.0%) 8 (61.5%) 5 (38.5%) 

Group 4 13 10 (76.9%) 8 (61.5%) 2 (15.4%) 

 

 
Table 3: Experiment Results for the IT Expert Group 

 
 Target Open Phishing Email Access Phishing Site Submit Info 

IT Experts 20 14 (56.0%) 10 (50.0%) 5 (25.0%) 

 

 
Table 4: Experiment Results based on Gender 

 
 Target Open Phishing Email Access Phishing Site Submit Info 

Female 15 10 (66.7%) 8 (53.3%) 5 (33.3%) 

Male 37 25 (67.6%) 21 (56.8%) 8 (21.6%) 

 

 

Figure 2: Phishing Experiment 
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(a) Phishing Email Samples 

 

(b) Phishing Flow 

Table 2 shows a similar trend in all groups: people are equally likely to authenticate all identifier 

types in the phishing message. Table 3 shows that the IT expert group did not show a different trend. 

Analyzing gender in Table 4, females and males also have a similar trend. Females were slightly more likely 

to become identity theft victims: 33.3% versus 21.6% for males. 

 

4. Result Analysis 

Our key finding is that phishing attacks impersonating a credit information provider definitely work. 

Based on the experimental result, we examine how the characteristics of government Web services - 

sensitivity, involuntarity, and linkability - influenced subjects’ behaviors. The following analysis shows that a 

phishing strategy exploiting these three characteristics effectively cheats victims. 
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4.1.  Subjects’ Behavior Study 

4.1.1. Sensitivity Influence 

Our attack strategy succeeded if subjects perceived our message’s sensitivity. To study subjects’ 

perceptions about the phishing email’s contents, we analyzed the promptness of their behavior. We assumed 

that the phishing email read time was inversely proportional to the victims’ acceptance of the email’s 

seriousness and authenticity. Specifically, if the email’s contents influenced subjects at an early attack stage, 

their promptness to proceed would differ from uninfluenced subjects’. 

 

Stay Duration at Phishing Email Of the 29 subjects who opened the fraudulent site, we successfully 

measured the email read time (from opening the email to clicking the link to the phishing site) of 23 subjects. 

Surprisingly, 20 subjects stayed at the email for less than 1 minute (18 seconds average). To study the 

correlation between the subjects’ initial perception and later behaviors, we divided the 20 subjects into 2 

groups: a “deceived” group of 10 subjects who submitted their personal information to our phishing site and 

a “robust” group of 10 subjects who refused to submit their information, as shown in Table 5 (The other 3 

subjects of 23 stayed at the email for 2 minutes 1 second (in Deceived Group), 10 hours 9 min 5 seconds (in 

Robust Group), and 11 hours 56 min 1 second (in Robust Group). We ignore the three subjects in the 

consideration because of their values’ significant distance from the others.). Interestingly, the “deceived” 

group stayed on the email for an average of 12.8 seconds, whereas the “robust” group stayed for 23.2 

seconds. In the t-test, the email read time difference between the two groups is significant (p ≤ 0.02). 

Through observation, we found that the phishing email contents in the early stage were sensitive enough to 

deceive subjects in the “deceived” group, and this initial perception influenced their behaviors in the later 

stages. 

 

Stay Duration at Phishing Site Of the 13 subjects who submitted a name and resident registration number, 

10 subjects stayed at the fraudulent site for less than 1 minute (19 seconds on average). This result implies 

the subjects mostly trusted the email’s contents and did not hesitate to submit their private data. The other 3 

subjects stayed at the fraudulent site for 1 min 36 seconds, 3 min 28 seconds, and 50 min 11 seconds. The last 

subject, even though he confirmed that his identification data had not been exploited at a legitimate service, 

inevitably submitted his data because of concerns about the email alert. 

 

Table 5: Email read time of 20 subjects stayed in the email less than 1 minute (Unit: Second) 

“Deceived” Group 4 6 7 7 7 13 14 18 24 28 

“Robust” Group 9 15 17 19 19 22 26 30 36 39 

 

 

4.1.2. Involuntarity Influence 

 To study whether the subjects’ identity theft prevention service experiences influenced their 

behavior, we interviewed 17 of the 29 subjects who opened the phishing site from the email, and 10 subjects 

answered they had used a similar service. The visual deception imitating “Look and Feel” worked 

effectively: 9 of these 10 subjects answered that their experiences definitely influenced their behavior 

because they confused the service provider’s name or “Look and Feel” of the email. 

Interestingly, 7 subjects answered that they were deceived though they had no experiences with such 

services. One interviewee answered that he could not ignore our email because he once became a victim of a 

phishing attempt wherein a phisher impersonated the interviewee through an instant messenger and asked his 

friend to remit money. Another interviewee answered that he was concerned about the email because he had 

read some news articles about identity theft. These statements demonstrate that personal experiences or 

socially shared concerns can lead victims to involuntarily authenticate phishing messages, even without 

service experiences. 

From these results, we studied two interesting behaviors: image activation in HTML-formatted 

email and browser plug-in installation. Both involuntary behaviors are equally vulnerable in security 

usability, but subjects behaved differently with interface authentication, depending on their familiarity with 

the risk. South Korean Internet users have recently faced debates through mass media about the usability of 

and potential security risks in ActiveX technology for Internet banking [15]. Conversely, the media has rarely 

mentioned image activation vulnerability, described above. Our observation below shows that the users’ 

decisions in image activation and browser plug-in were different. This finding implies that user education 

through mass media is a likely defense strategy and worth implementing. 

 



IJINS ISSN: 2089-3299  

 

Identifying Phishing Threats in Government Web Services (Yunsang Oh) 

39 

Image Activation To record email access time, we linked a PHP code to an <img> (image) HTML tag in the 

email. The PHP code is activated when images in the email are enabled. In the experiment, we successfully 

acquired the email access time of 29 subjects using the PHP code. Only 6 subjects of the 35 who opened the 

phishing email did not enable images. Most subjects answered that they habitually activate images in HTML-

formatted emails. We also found that some Korean email service providers did not block images for HTML-

formatted emails by default. Activating images in HTML-formatted pages from unauthenticated entities 

creates vulnerabilities, as the <img> tag is an often overlooked but convenient means for a Cross Site 

Scripting (XSS) attack [11]. The attacker can inject script contents into an image tag to steal information 

from a victim’s browser and execute malicious scripts. 

 

Browser Plug-In Refusal We observed subjects’ reactions when requested to install a browser plug-in 

program. Korean Internet banking requires installation of the ActiveX [21] browser plug-in to protect 

transactions in integrity, confidentiality, and non-repudiation. Kim et al. [14] demonstrated that the ActiveX 

technology’s popularity is a unique trend among banking systems in South Korea, but it harms Web standard 

compatibility and Web experience usability without enhancing security. Credit information providers also 

request that users install the ActiveX plug-in to properly use their services. 

This uncomfortable experience influences subjects’ reactions to the phishing email. For 14 of the 29 

subjects who accessed the fraudulent site, we exposed a plug-in installation message using a widely used 

online banking plug-in name and “YES” / “NO” buttons. Of these 14 subjects, 12 refused to install a plug-in, 

and 1 closed the browser without making a selection; only 1 opted to install the plug-in. The subjects’ 

average selection time was 5 seconds. Interestingly, only 3 of the 14 subjects who were requested to install 

the plug-in submitted their name and resident registration number, while 10 of the 15 subjects who were not 

asked to install the plug-in submitted their private data. Here, we found that subjects were deterred by 

browser plug-in programs and refused installation without hesitation. 

 

4.1.3.  Linkability Influence 

 To investigate the influence of various types of recipient’s identification data, we compared the 

trends of 4 subject groups. Subjects in all groups were equally fooled by all types of recipient’s identification 

data inferred from the email address or date of birth, i.e., all types of identification data worked equally 

effectively. Even with a simple ID taken from an email address without a real name, we effectively cheated 

subjects. 

 

Identification Number Influence For 25 of all 52 subjects, our phishing email included a resident 

registration number whose last 7 digits were hidden with ∗, as in “700101-∗ ∗ ∗ ∗ ∗ ∗ ∗”. For example, 

the visible 6 digits come from the date of birth for a person born on Jan. 1, 1970. This obfuscating expression 

is generally used in South Korea for privacy when publishing the registration number. We interviewed 8 

subjects who read the email with their inferred resident registration number, and 6 answered that they 

intuitively recognized the numeric string as a legitimate identification number. Some subjects asked how we 

obtained their resident registration number and were surprised that they were fooled by the date of birth data 

only. They believed that the email sender knew every digit of their resident registration number. This result 

implies that a numeric string based only on the date of birth can easily masquerade as a real national 

identification number and can be exploited to attack South Korean Internet users. 

 

Email Login Name Influence To study the influence of the identifiers taken from email addresses, we 

interviewed 8 subjects in Groups 3 and 4. Of them, 5 interviewees answered that they thought the email 

sender knew their exact name. This confusion occurred because the subjects used a string generated from 

their real names or nicknames for their login names. They had no doubt about the identifier in the recipient 

field though it was written in English, not Korean. In South Korea, English is rarely used in official 

communications. 

 

5. Mitigation Strategy 

 

We have thus far demonstrated that phishing can exploit governmental characteristics to cheat users. 

Having identified the phishing threat model targeting government Web services, we now consider improving 

overall security and usability. Providing effective Web browser interfaces that show and explain threat 

warnings is a usability challenge for preventing phishing attacks. There are already outstanding works that 

find effective anti-phishing tools; however, no work provides a complete solution. Combining worthy 

implementation proposals with proactive information security governance on a nationwide scale can enhance 

safety from phishing. Endless user education effectively complements this strategy. In this section, we 
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propose defense strategies to thwart online phishing attacks that hijack the government. Each strategy has 

drawbacks, so we also discuss directions for future work. 

 

5.1.  User Education 

User education is a key anti-phishing solution in the sensitivity and involuntarity perspectives. 

Providing education materials about phishing attacks was proved an effective method [17]; materials can 

present these concepts as comic scripts - defining phishing, steps to follow to avoid phishing attacks, and 

how criminals conduct phishing attacks. Online games also effectively teach users how to avoid phishing 

attacks [25]. However, emails with sensitive contents from authoritative sources still cause cognitive biases 

in overestimating sensitivity and bypass knowledge and experience when detecting evidence of Web page 

vulnerabilities. Governments should, in their communication principles, inform users that they avoid 

unnecessary personal information sharing in electronic messages like emails. In practice, user education 

success depends on effectively delivering education media and target audience sizes. As we observed in 

section 4.1.2, implementing user education through mass media is a likely phishing defense strategy. 

From the linkability perspective, users must learn to be careful when providing basic personal 

informa- tion to private Internet service providers, such as social networks. Users can preserve privacy by 

properly using privacy control functions implemented by the providers, so no personal information is 

extracted from the personally defined boundary. However, some issues remain unresolved: first, we lack 

confidence in privacy control functions’ effectiveness; second, we cannot assume that service providers 

themselves are trustworthy. Privacy control issues in private Internet services should be carefully studied, 

especially when the government uses personal information for the citizens and residents identification 

system. 

 

5.2.  Single Authentication Page 
To prevent the most common phishing attempt, taking service login credentials (i.e., a login name 

and password) at the technical level, we recommend that government Web service users submit credentials to 

a single trusted authentication page rather than separate login pages of governmental entities. In practice, 

however, the authentication gateway itself can also be the target of phishing attack. Freedom in 

authentication gateway usage results in better authentication solutions. This freedom can provide users with 

more options in authentication methods, including an SSL certificate, one-time password, and smart card. A 

sign-in seal also helps users ensure that they are on a legitimate site, but a site authentication image does not 

always guarantee that a connection is secure or that it is safe to enter a password [24]. 

Despite these drawbacks, maintaining a single trusted authentication page increases the cost-

effectiveness of anti-phishing countermeasures and reduces the server-side overhead of implementing anti-

phishing tools for each service. From the sensitivity perspective, users can confirm sensitive messages from 

the admin- istrative entities not in the email but in the trusted page after login. Researchers in Japan have 

recently proposed and tested the scheme of providing a single user account for multiple governmental 

services as a reliable contact point [16]. 

 

5.3.  Inference Attack Defense 
From the linkability perspective, user de-identification in Web services reduces the probability of 

linking between online data and real identity. At first glance, it provides reasonable network anonymity. In 

practice, however, using only anonymous communication is insufficient; an adversary can infer a user’s 

identity from her or his partial information exposed in the network. This attack links the partial infor- mation, 

called a quasi-identifier [9], to the auxiliary information collected from other channels, including Web or 

public records. For example, Sweeney showed that 87% (216 million of 248 million) of the United States’ 

population can be uniquely identified based only on ZIP code, gender, and date of birth, taken from publicly 

available data [26]. Golle recently updated this result. He showed that the quasi-identifier can uniquely 

identify 63% of the population of the United States [10]. 

For this problem, researchers have studied some approaches using public data releases. The main- 

stream approach is publishing anonymized datasets through randomized or cryptographic techniques [1, 23, 

18] to add noise to the data records, thus achieving privacy goals such as k-anonymity so that a record cannot 

be distinguished from at least k − 1 other records. To effectively utilize this approach in social networks or 

personalized services where user data is quickly inserted, deleted, and modified, the following issues should 

be studied. First, the anonymization process performance cost may be huge, es- pecially for large and sparse 

databases. Second, maintaining anonymized datasets requires the expensive update cost, even if few records 

are newly inserted, deleted, or modified. 
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Because even simple personal data, including gender, race, medical condition or academic 

background, identified by linking auxiliary information can be bait that ultimately cheats users, the inference 

attack should be studied intensively as a main defense target. 

 

6. CONCLUSION 

Information technology in government services offers an interesting natural experiment. While 

commercial Web service providers compete for survival by increasing customers’ confidence about security 

and privacy control technology, government Web services are typically provided unilaterally without 

allowing relevant user vulnerability evaluation. 

The effects have been rather mixed. Sensitive contents from authoritative sources cause a cognitive 

bias that overestimates sensitivity and leads users to involuntarily authenticate sources. We demonstrated that 

exploiting this psychological response is an effective phishing strategy to cheat government service users. 

Our empirical analysis showed that this effect can be amplified using a private context in phishing messages, 

such as identification data discovered by inference from open online records. 

The lessons learned from our experiment have much wider applications. We recommend that gov- 

ernment Web service developers study the psychological effect that authoritative sources have on users. 

When constructing Web services, governmental characteristics should be presented differently than those of 

commercial service providers. Regarding links between a real identity and online personal data, online 

privacy control should be widely studied and adopted nationwide. This control requires close cooperation 

from users, the private sector and the government. 

In future work, we intend to continuously conduct a threat and risk analysis on government Web 

ser- vices by studying attack trends and evaluating their severity and likelihood, especially from the 

linkability perspective. Few studies focus on the authoritative behaviors of governmental entities in 

administrative Web service development. We believe the threat model analysis helps determine the usable 

security re- quirements that enhance overall nationwide privacy protection levels and that will gain users’ 

trust of Internet technologies. This analysis will be crucial for government Web services to succeed. 
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